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Abstract. The sky images captured nightly by the camera on the Vera C. Rubin 12

Observatory’s telescope will be processed across facilities on three continents. 13

Data acquisition will occur at the observatory’s location on Cerro Pachón in 14

the Andes mountains of Chile. A first copy of the raw image data set is stored 15

at the summit and immediately transmitted via dedicated network links to the 16

archive site and the US Data Facility at SLAC National Accelerator Laboratory 17

in California. After a brief embargo period, the full dataset is transferred to the 18

France Data Facility, where a third copy is maintained, and a partial dataset is 19

transferred to the UK Data Facility. 20

Over its 10-year operational period, beginning in late 2025, annual process- 21

ing campaigns will be conducted by the three facilities on all images collected 22

to date. Sophisticated algorithms will extract measurements of celestial ob- 23

jects from these images, producing science-ready images and catalogs. Data 24

products resulting from these processing campaigns will be sent to SLAC for 25

integration into a consistent Data Release, which will be made available to the 26

scientific community through Data Access Centers in the US and Chile, as well 27

as Independent Data Access Centers elsewhere. 28

In this paper we present an overall view of how we leverage the tools selected 29

for managing the movement of data among the Rubin processing and serving 30

facilities, including Rucio and FTS. We will also present the tools we developed 31

to integrate Rucio’s data model and Rubin’s Data Butler, the software abstrac- 32

tion layer that mediates all access to storage by pipeline tasks that implement 33

science algorithms. 34

1 Introduction 35

The Vera C. Rubin Observatory’s mission is to explore the universe by conducting the Legacy 36

Survey of Space and Time (LSST), the largest-ever sky survey with an unprecedented wide- 37

field imaging system. The observatory aims to capture deep, high-resolution images of the 38

night sky, mapping the cosmos to investigate fundamental questions in astrophysics [1]. 39



The sky images captured nightly by the observatory’s 3.2-gigapixel camera covering the 40

wavelength range 320–1050 nm will be processed across facilities on three continents. Data 41

acquisition will occur at the observatory’s location on Cerro Pachón in the Andes moun- 42

tains of Chile. A first copy of the raw image data is stored at the summit and immediately 43

transmitted via dedicated network links to the archive site and the US Data Facility at SLAC 44

National Accelerator Laboratory in California (see Fig. 1). After a brief embargo period, the 45

full dataset is transferred to the France Data Facility, where a third copy is maintained, and a 46

partial dataset is transferred to the UK Data Facility. 47

Over its 10-year operational period, beginning in late 2025, annual processing campaigns 48

will be conducted by the three facilities on all images collected to date. Sophisticated algo- 49

rithms will extract measurements of celestial objects from these images, producing science- 50

ready images and catalogs. Data products resulting from these processing campaigns will be 51

sent to SLAC for integration into a consistent Data Release, which will be made available 52

to the scientific community through Data Access Centers in the US and Chile, as well as 53

Independent Data Access Centers elsewhere. 54

The remainder of this paper is structured as follows. We present in section 2 the main 55

data movement use cases we need to satisfy and in section 3 the tools that have been selected 56

or developed and how they are composed to implement solutions to those use cases. 57

Figure 1. Raw images flow from the Summit Site, where the telescope is located in Chile, to the Base
Site and then to the Archive Center at SLAC through long haul network links specifically deployed
for the needs of the Observatory. Data is transferred from the Archive Center to the European Data
Facilities for archival and processing. The US, UK and France Data Facilities collectively provide
the computational capacity for processing the images taken by the Observatory for the duration of the
survey. The Observatory headquarters are located in Tucson, USA.

2 Data movement use cases 58

A dataset of about 5 PB of new image data will be recorded by the instrument every year, for 59

a total of 50 PB of raw data accumulated over the duration of the survey. Processing the input 60



dataset for the purpose of producing a data release generates approximately ten times the size 61

of the input dataset, including intermediate datasets not part of the the published release. 62

This section presents three distinct use cases for moving data among the data facilities 63

used by the Rubin Observatory. 64

2.1 From summit to archive 65

The data acquisition system stores each exposure as a set of approximately 200 files, one 66

per sensor on the camera focal plane. Once an exposure is recorded at the summit site, its 67

constituent files are transferred in parallel to an object store at the archive center via the S3 68

protocol [2]. To optimize these transfers over the international network linking the summit 69

to the SLAC archive site, we employ specialized network connection pooling, keep-alive 70

mechanisms, and TCP tuning. 71

Given that raw images undergo prompt processing for transient object detection and alert 72

generation, the target end-to-end latency for transferring a single exposure—including data 73

compression and other overheads—is set to seven seconds for four gigabytes of compressed 74

data. 75

Ancillary data (e.g., telemetry, specialized databases) are replicated to the archive center 76

using native protocols to avoid translation steps that can add latency and complexity. Ad- 77

ditionally, a small number of certified calibration files are transferred infrequently from the 78

archive to the summit and other locations. 79

2.2 From archive to processing facilities and back 80

Annual processing of the entire image dataset recorded since the beginning of the survey is 81

carried out across three facilities: the US Data Facility, hosted at SLAC National Accelerator 82

Laboratory in California, USA1, the France Data Facility, hosted by the IN2P3 computing 83

center (CC-IN2P3) in Lyon, France2, and the UK Data Facility, operated by the LSST:UK 84

consortium3. 85

Raw image data is replicated from the US to the European facilities. Both the US and 86

France data facilities store a complete copy of the raw image dataset. The UK facility receives 87

the raw images corresponding to the spatial region assigned to it for processing. Data move- 88

ment between these sites is facilitated by ESnet4, which handles transatlantic data transport; 89

GEANT5, which connects European sites; and the national research and education networks, 90

JANET6 (UK) and RENATER7 (France). 91

The entire set of final data products, along with selected intermediate products from each 92

campaign, is replicated from the facility where they are generated to the archive center. There, 93

they are consolidated and incorporated into a new data release, which is delivered annually 94

to the science community for analysis [3]. 95

The LSST Science Pipelines is the software developed by Rubin Observatory to pro- 96

cess the survey data [4]. It includes advanced image processing algorithms and supporting 97

middleware. A central component of this middleware is the Rubin Data Butler, an abstrac- 98

tion layer that mediates access to the data required by, or generated through, the pipelines 99

1https://www.slac.stanford.edu
2https://cc.in2p3.fr
3https://www.lsst.ac.uk
4https://es.net
5https://geant.org
6https://www.jisc.ac.uk/janet
7https://renater.fr
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[5]. The Data Butler retrieves data from persistent storage (using appropriate protocols and 100

data formats) based on queries specified by scientifically relevant identifiers (rather than file 101

paths), and delivers the data as in-memory Python objects to the pipelines. It also persists 102

the in-memory objects generated by the science algorithms. Crucially, the Butler manages 103

the location of all files within the data store, recording their locations and relationships in a 104

relational database. Together, the file registry and the storage system where files are located 105

constitute a repository. 106

Since a given Butler repository is aware only of the files present at a single facility, files 107

replicated between facilities need to be placed in the repository’s data store at the location ex- 108

pected by the Butler. Upon reception, replicated files are ingested into the receiving facility’s 109

local Butler repository, making them available for the processing pipelines. 110

2.3 From archive to data access centers 111

Annually released data products must be distributed to approximately 15 to 20 data access 112

centers across the Americas, Europe, and Asia-Pacific regions, where scientific analysis will 113

be conducted. These distribution campaigns will be centrally coordinated by Rubin to ensure 114

timely delivery of data releases to all analysis centers. The goal is to distribute the multi- 115

petabyte datasets to the data access centers in a tiered manner, with some centers receiving 116

data directly from the archive center and then sending the data on to other data access centers, 117

thereby reducing the load on the archive center [6]. 118

3 Data movement tools 119

Several software tools are employed to implement the use cases outlined in the previous 120

section. CERN’s Rucio [7] and its companion FTS [8] manage the movement of files between 121

the archive site and data facilities, as well as from the archive to the data access centers. 122

In addition, Rubin-specific tools have been developed to register files and automate actions 123

when replicated files arrive at their destination. These tools and their usage are described in 124

the following subsections. 125

Rubin Observatory operates a dedicated instance of Rucio, configured to transfer files 126

between the Rucio Storage Elements (RSEs) at each facility. These storage endpoints support 127

a data movement protocol that Rucio utilizes to transport data across them. The US and UK 128

data facilities use XrootD [9], while the France data facility uses dCache [10]. All of these 129

systems expose the webDAV protocol [11], an extension of HTTP [12]. Data is transferred 130

securely across sites using confidential channels built on top of secure HTTP. 131

Each processing facility exposes at least two RSEs: one for storing input data required 132

for processing (e.g., raw images, calibration data, reference catalogs, etc.) and another end- 133

point for storing the products generated by the image processing pipelines [13]. Data stored 134

by the input data RSE is protected against modification and removal and is also archived to 135

tape. Data products stored in the products RSE are less sensitive as they can be regenerated 136

and even some of them may be deleted after a processing campaign is complete. All RSEs 137

are configured to use the identity logical-to-physical filename mapping. This configuration 138

ensures that the file pathnames are preserved relative to the Butler repository’s datastore lo- 139

cation, which is critical for proper file replication to the destination where the Butler expects 140

to find them. 141

3.1 Registration of files to replicate 142

To perform replication, we create Rucio Datasets, each composed of a set of files that are al- 143

ready in their appropriate locations at the source RSE. Upon registration, preconfigured Rucio 144



subscriptions trigger the actual file movement to the destination facility, in accordance with 145

the defined replication rules. Rucio delegates the execution of file transfers to FTS, which 146

then instructs the storage endpoints at the facilities to move the data, typically by requesting 147

the destination facility to pull the data from the source facility. The use of Datasets allows 148

grouping of related files, use of subscription patterns applied to spatially-defined Dataset 149

names to associate spatial regions with RSEs, and a clear way to know when all related files 150

have been generated (via Dataset closure) and replicated. 151

Rubin has developed the tool rucio_register8, which allows for the selection of exist- 152

ing files from a Butler repository based on specified criteria. The tool attaches Rubin-specific 153

metadata to these files and registers them into one or more Rucio Datasets. The metadata, 154

encoded as a JSON record, contains a minimal set of information extracted from the origin 155

Butler repository. This ensures that replicated files can be ingested properly into the local 156

Butler repository at the destination facility. 157

Only files that require replication to another facility are registered with Rucio. As a 158

result, Rubin’s instance of Rucio is aware only of files replicated across processing facilities. 159

Files that are local to each facility and not subject to replication remain known only to that 160

facility’s Butler and are not registered in Rucio. Since the US Data Facility gets a complete 161

copy of all final data products, by definition files that are not replicated are intermediates in 162

the calculations that are not required to be persisted. 163

The pipeline processing generates many ancillary files in addition to pixel data. A data 164

preview processing run [14] demonstrated that the number of JSON and YAML files is ap- 165

proximately of the same scale as the number of FITS and Parquet data files (see Fig. 2). Given 166

that the ancillary files are significantly smaller (sometimes a few kB per file) this can lead to 167

very large file transfer overheads. To mitigate this problem we have modified the Butler in- 168

frastructure to allow the small files from a single processing run to be combined into one or 169

more Zip files. These Zip files contain the Butler metadata necessary to allow the Butler to 170

retrieve individual files whilst making a single file available to Rucio. 171
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Figure 2. Number of files and total file sizes from a data preview processing run.

8https://github.com/lsst/rucio_register
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3.2 Ingestion at reception 172

FTS notifies Rucio about the completion of individual file transfers. Rubin’s HermesK9, 173

which is a modification of Rucio’s Hermes daemon, filters messages and uses Kafka as a 174

mechanism to signal the destination Rubin facility that a new file was replicated and to take 175

appropriate actions. Kafka was selected as a reliable message bus used for other purposes 176

within the Rubin project [see e.g., 15, 16]. Its ordering guarantees are not strictly necessary 177

in this application, but the ability to scale to multiple consumers may be needed as the number 178

of files increases. 179

Messages distributed through Rubin’s Kafka control-plane include Rubin-specific meta- 180

data. Those messages are received by Rubin’s ingestd10, a daemon running at each destina- 181

tion facility responsible for ingesting newly replicated files into the local Butler repository. 182

Each facility only receives notifications about files successfully replicated to the storage 183

endpoints it operates. This is achieved by following a simple convention: the name of Kafka 184

topic the notification is sent to is identical to the name of the Rucio storage element. Each 185

facility’s ingestd is configured to only monitor Kafka messages specifically targeted to the 186

facility’s RSEs (see Fig. 3). 187

In a complex distributed system such as this, having stateless daemons such as ingestd, 188

idempotent transactions such as ingestion of file batches, and triggering off known synchro- 189

nization points such as replication acknowledgement helps ensure a consistent, if conserva- 190

tive, view of the available data across multiple sites. 191

Figure 3. HermesK emits notifications about successful file transfers via Kafka topics named after the
destination RSE. At the receiving facility ingestd monitors those notifications and ingests the newly
received file into the local Butler repository. The JSON-encoded, Rubin-specific metadata associated to
the file when it was first registered into Rucio contains the details needed for ingestion.

4 Summary 192

We presented several use cases for the movement of data among the facilities participating to 193

processing of Rubin Observatory data, the tools used to implement solutions to satisfy those 194

9https://github.com/lsst-dm/ctrl_rucio_ingest
10https://github.com/lsst-dm/ctrl_ingestd
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uses cases as well as the tools Rubin has developed for integrating Rubin-specific software 195

components to more generic software systems for large scale inter-site data transfer. 196
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